Dispersal, environmental forcing, and parasites combine to affect metapopulation synchrony and stability
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Abstract. Dispersal can have positive and negative effects on metapopulation stability and persistence. One prediction is that high levels of dispersal synchronize density fluctuations between subpopulations. However, little is still known about how biotic and abiotic factors combine to modify the effects of dispersal rate on synchrony and metapopulation dynamics.

In a fully factorial experimental design, we investigated the combined effects of (1) dispersal, (2) parasite infection, and (3) synchrony in temperature fluctuations on subpopulation synchrony, metapopulation instability, and minimum population size, in laboratory metapopulations of the ciliate Paramecium caudatum.

Metapopulations, comprising two subpopulations linked by high or low levels of dispersal, were exposed to daily fluctuations in temperature between permissive (23°C) and restrictive (5°C) conditions. Infected metapopulations started the experiment with one subpopulation uninfected, while the other was infected at a prevalence of 5% with the bacterial parasite Holospora undulata. The temperature synchrony treatment involved subpopulations within a metapopulation following the same (synchronous temperatures) or different (asynchronous temperatures) temporal sequences. Population size was tracked over the 56-day experiment.

We found that subpopulation density fluctuations were synchronized by high dispersal in infected metapopulations, and by synchronous temperatures in all metapopulations. Subpopulation synchrony was positively correlated with metapopulation instability and minimum metapopulation size, highlighting the multiple consequences of our treatments for metapopulation dynamics.

Our results illustrate how parasites can generate dispersal-driven synchrony in non-cycling, declining populations. This “biotic forcing” via a natural enemy added to the temperature-dependent environmental forcing. We therefore conclude that predictions of metapopulation persistence in natural populations require simultaneous investigation of multiple ecological and epidemiological factors.
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INTRODUCTION

Metapopulation persistence is the result of the interplay between dispersal and stochastic processes in the biotic and abiotic environment. Generally, dispersal can rescue spatially isolated populations at low density and therefore be essential for long-term metapopulation persistence (Hanski 1991, Gonzalez et al. 1998). Yet it is a double-edged sword (Hudson and Cattadori 1999), as too much dispersal can increase population synchrony (Bjornstad et al. 1999, Gouhier et al. 2010), thereby increasing the risk of metapopulation-wide extinction when densities are low. This synchronizing effect of high dispersal has been demonstrated in laboratory (Dey and Joshi 2006, Vogwill et al. 2009) and field (Matter and Roland 2010) populations. Thus, low to intermediate levels of dispersal are expected to lead to longer persistence times, all else being equal.

However, dispersal will rarely act in isolation. Natural enemies (parasites, predators) are also potential drivers of population synchrony that may destabilize metapopulations through “biotic forcing”. This occurs when dispersal spreads parasites or predators across a metapopulation (Ostfeld et al. 2005), thereby generating parallel mortality levels across the landscape (Ims and Andreassen 2000, Fontaine and Gonzalez 2005, Gouhier et al. 2010). Thus, the presence of natural enemies may strengthen the synchronizing effect of dispersal (Vasseur and Fox 2009, Vogwill et al. 2009).

Moreover, the effects of dispersal may also interact with abiotic conditions. It is established that synchronous environmental fluctuations can force populations into synchrony (Hudson and Cattadori 1999, Matthews and Gonzalez 2007, Abbott 2011). This “Moran effect”
(Royama 1992) can counterbalance the stabilizing effects of dispersal (Abbott 2011), because dispersal between synchronous populations cannot induce a rescue effect where migration might save a subpopulation from extinction. Therefore, synchronous abiotic fluctuations, in addition to effects of dispersal, can lead to even stronger population synchrony and greatly reduced metapopulation persistence (Heino et al. 1997).

Integrating the relative contributions from spatial connectivity by dispersal, species interactions, and environmental stochasticity for population stability and persistence into a general metacommunity framework remains a major challenge (Ruokolainen 2013). However, laboratory microcosms represent a powerful experimental approach to study these effects alone and in combination (Jessup et al. 2004). For example, a recent study found that dispersal synchronized population cycles of the protozoan *Tetrahymena* only in the presence of a predator; synchronizing effects of correlated environmental fluctuations acted independently (Vasseur and Fox 2009). In the present study, we used a similar experimental setup, but instead compared how different levels of dispersal, and a parasite instead of a predator, drive population synchrony. Our study therefore represents the first to investigate how different levels of dispersal act to spread a parasite through a metapopulation, from an infected to an uninfected subpopulation, in the presence or absence of synchronous abiotic environmental fluctuations.

The aim of our study was to investigate how parasitism interacted with temperature fluctuations to modify the effects of dispersal on population synchrony and stability. We used simple experimental metapopulations of the ciliate *Paramecium caudatum* and its bacterial parasite *Holospora undulata* (Duncan et al. 2013). In a fully factorial design, infected and uninfected metapopulations were exposed to high or low levels of dispersal and synchronous or asynchronous daily fluctuations between restrictive (5°C) and permissive (23°C) temperatures. This factorial design permits the quantification of the relative combined and independent contributions of each factor (dispersal, parasite, temperature) on population dynamics. In a previous study, we demonstrated that asynchrony in positively autocorrelated environmental fluctuations (“red noise”) enabled infected metapopulations to maintain larger sizes (Duncan et al. 2013). Here, we focus on the synchronizing effect of dispersal and its interaction with biotic and abiotic factors.

We show, for the first time, dispersal-driven synchrony in declining populations under high dispersal in infected metapopulations, and under synchronous temperature fluctuations in all metapopulations. Thus, the highest levels of population instability were present in highly connected, parasite-infected metapopulations, subjected to synchronized environmental fluctuations.

**Methods**

**Study organisms**

*Paramecium caudatum* is found in still freshwater and feeds on bacteria and detritus (Wichterman 1986). We maintained *Paramecium* in an organic lettuce-based medium, supplemented with *Serratia marcescens* bacteria as food (Nidelet and Kaltz 2007). Reproduction is predominantly asexual (mitotic division). Optimal growth temperature is around 28°C, with tolerance ranging from ~2°C to ~36°C (Krenek et al. 2012).

*Holospora undulata*, a gram-negative *α*-proteobacterium, infects the micronucleus of *P. caudatum*. Horizontal infection occurs when infectious forms, released into the environment following host division or death, are ingested (Fokin 2004). Vertical transmission occurs by parasite transfer to the micronuclei of mitotic daughter cells. Infection reduces host division and longevity (Nidelet et al. 2009). Parasite development is optimal between 23°C and 30°C and arrested at 10°C (Fels and Kaltz 2006).

**Host and parasite material**

We established replicate subpopulations of 30 mL in 50-mL Falcon tubes, at a density of 250 *Paramecium* mL, from a mass *Paramecium* culture (clone VEN; Duncan et al. 2010). Infected subpopulations were established by adding infected clone VEN individuals to obtain 5% initial infection prevalence (see Duncan et al. [2013] for details).

**Experimental design**

We created infected and uninfected *Paramecium* metapopulations, consisting of two subpopulations linked by dispersal; this represents the simplest possible setup, but nonetheless captures the essential ingredients of metapopulation theory (Hanski and Gaggiotti 2004). Infected metapopulations were initiated with one infected and one uninfected subpopulation. Metapopulations were assigned to two treatments. First, the dispersal treatment consisted of linking subpopulations by high (6.67%) or low (0.667%) dispersal. Second, the temperature synchrony treatment entailed subpopulations experiencing the same (synchronous) or different (asynchronous) temperature fluctuations. The experimental design was fully factorial, with a total of 64 (2 parasite × 2 dispersal × 2 temperature synchrony × 8 replicates) metapopulations.

**Dispersal.**—Dispersal entailed the transfer of either 2 mL (6.67%) or 200 μL (0.667%) of culture between subpopulations every 4 days. Levels of dispersal chosen span a range where differences in effects on density synchrony are observed (Fox et al. 2013). Prior to dispersal, 20% (6 mL) of the population was culled and subsequently replaced with fresh medium (following dispersal). After day 28, culling increased to every 2 days to enhance population decline (see Duncan et al. 2013).
Temperature synchrony.—All subpopulations were subjected to temperature fluctuations between 5°C and 23°C, following synchronous or asynchronous conditions (Duncan et al. 2013) random sequences for 56 days (28 days at 23°C and 5°C, respectively). Temperature synchrony was achieved by allocating each subpopulation the same (synchronous temperatures) or different (asynchronous temperatures) temporal sequences. Under synchronous temperatures, the sequences were perfectly correlated between subpopulations ($r = 1$). Asynchronous temperatures entailed subpopulations frequently experiencing contrasting conditions as subpopulations were assigned different sequences (mean temperature correlation coefficient between subpopulation sequences $= -0.03 \pm 0.02$ [mean $\pm$ SE], $n = 32$ subpopulations, $P = 0.13$).

In a supplementary treatment, we set up eight infected and eight uninfected subpopulations that were not coupled by dispersal. Each population was assigned a different temperature fluctuation sequence. The main purpose of these controls was to compare temporally uncorrelated vs. autocorrelated temperature fluctuations, in the absence of dispersal (Duncan et al. 2013). The degree of synchrony between pairs of sequences was not explicitly controlled and the temperature correlation coefficient ranged from $r = -0.7$ to $r = 0.43$.

In both experiments, we measured subpopulation size every 4 days over the 56-day duration of the experiment by counting the number of *Paramecium* in 150-µL samples under a dissecting microscope. The spread of infection was followed in 8-day intervals, as described in Duncan et al. (2013).

**Statistical analysis**

**Metapopulations with dispersal.**—We measured three *Paramecium* population parameters: (1) Synchrony in population size fluctuations between subpopulations in each metapopulation, calculated as the intraclass correlation coefficient of size, $r_i$ (Zar 1999). If $r_i$ is close to 1, subpopulations are synchronous; if $r_i$ is close to 0, subpopulations are asynchronous (Zar 1999). (2) Variance in mean subpopulation size through time, as a proxy for metapopulation instability. (3) Minimum mean subpopulation size was taken as a proxy for, and is associated with, elevated metapopulation extinction risk. Our lowest population sizes observed were $\sim 1000$ and the highest were $\sim 3000$. In a previous experiment, these population sizes were associated with a 34% ($\pm$ 95% CI 0.263, 0.429) and 4.6% ($\pm$ 95% CI 0.010, 0.827) risk of extinction, respectively (Duncan et al. 2011).

We used factorial general linear models (GLM) to investigate how dispersal, temperature synchrony, and parasite infection influenced variation in these three variables. The intraclass correlation coefficient was transformed using the Fisher $z$ transformation (Matthews and Gonzalez 2007) and the subpopulation variance was square-root transformed to meet model assumptions and improve model fit. The variance was not significantly correlated with the mean ($r = 0.13$, $n = 64$, $P = 0.3039$), and therefore there was no need to normalize the variance by calculating the coefficient of variation. Subpopulations within a metapopulation experienced either uncorrelated temporal fluctuations, or fluctuations that were positively autocorrelated (Duncan et al. 2013). Accordingly, temporal noise structure was included in all models as a main effect.

We used path analysis (Webley and Lea 1997) to explore the direct and indirect links between metapopulation synchrony and variance with minimum metapopulation size. Path coefficients were calculated using standardized beta regression coefficients, which assume variables are normally distributed, which was the case for all variables measured.

**Metapopulations without dispersal.**—A GLM tested how temperature synchrony and parasite infection influenced metapopulation synchrony, in the absence of dispersal. To this end, hypothetical metapopulations were assembled by considering all possible pairs of infected and uninfected subpopulations. The correlation coefficient for temperature fluctuations between subpopulations was calculated for each pair (as in Benton et al. 2001). This quantitative estimate of temperature synchrony was fitted to the model as a covariate.

All analyses were done using JMP 10 (SAS Institute 2012).

**RESULTS**

**Metapopulation size synchrony**

Dispersal, parasite infection, and temperature synchrony all influenced synchrony in size fluctuations between subpopulations. Dispersal and infection had a nonadditive effect on synchrony (significant infection × dispersal interaction; Table 1). High dispersal increased subpopulation size synchrony in infected populations, but not in uninfected populations (Fig. 1a; see post-hoc contrasts Table 1). This interaction explained 19% of the variation in the intraclass correlation coefficient, which was our measure of synchrony.

Synchronized temperature fluctuations also had a strong synchronizing effect on subpopulation sizes (significant effect of temperature synchrony; Table 1, Fig. 1a). The temperature synchrony treatment explained 49% of the observed variation in subpopulation size synchrony, and there were no significant interactions with dispersal or parasite infection ($P > 0.15$).

The independent effect of temperature synchrony, in the absence of dispersal, was confirmed by the supplementary experiment. Synchronous temperature fluctuations alone enhanced subpopulation size synchrony, as shown by a positive relationship between the correlation coefficient for temperature synchrony and the intraclass correlation coefficient for size synchrony (Table 1, Fig. 2).
TABLE 1. Effect of dispersal, temperature synchrony, and parasite infection on synchrony between subpopulation density fluctuations, the variance in metapopulation densities, and minimum metapopulation density.

<table>
<thead>
<tr>
<th></th>
<th>Intraclass correlation coefficient</th>
<th>Metapopulation variance</th>
<th>Minimum metapopulation size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>df</td>
<td>F ratio</td>
<td>df</td>
</tr>
<tr>
<td>Parasite infection</td>
<td>1, 57</td>
<td>0.22</td>
<td>1, 58</td>
</tr>
<tr>
<td>Dispersal</td>
<td>1, 57</td>
<td>1.77</td>
<td>1, 58</td>
</tr>
<tr>
<td>Temperature synchrony</td>
<td>1, 57</td>
<td>30.06***</td>
<td>1, 58</td>
</tr>
<tr>
<td>Parasite × dispersal</td>
<td>1, 57</td>
<td>11.43**</td>
<td>1, 58</td>
</tr>
<tr>
<td>High dispersal parasite vs. rest</td>
<td>1, 57</td>
<td>8.96**</td>
<td>1, 58</td>
</tr>
<tr>
<td>Parasite × temperature synchrony</td>
<td>1, 57</td>
<td>3.65</td>
<td></td>
</tr>
<tr>
<td>Noise color</td>
<td>1, 57</td>
<td>5.22*</td>
<td>1, 58</td>
</tr>
</tbody>
</table>

Notes: Synchrony in subpopulation density fluctuations was measured using the intraclass correlation coefficient. A main effect for temporal noise color was included in all maximal models. Statistics shown represent values taken from minimal models only. All terms in models were tested against the error term. Post-hoc contrasts for the parasite × dispersal interaction term are shown, for each model, where the high-dispersal, parasite-infected metapopulations were compared with all the other metapopulations. Empty cells denote a term not included in the minimal model.

* P < 0.05; ** P < 0.001; *** P < 0.0001.

FIG. 1. (a) Synchrony in subpopulation size fluctuations, (b) variance in metapopulation size fluctuations, and (c) minimum metapopulation size in infected (solid circles) and uninfected (open circles) metapopulations experiencing high and low levels of dispersal and synchronous and asynchronous temperature fluctuations. Values are means ± SE. Synchrony in subpopulation size fluctuations is measured as the intraclass correlation coefficient (ICC; values close to 1 indicate synchronous fluctuations, and values close to 0 uncorrelated fluctuations). Values for (a) were transformed using Fisher’s z transformation and values for (b) with the square-root transformation.
Both the variance in population size (Fig. 1b) and the minimum population size (Fig. 1c) were markedly affected by the same treatment combinations driving subpopulation synchrony (Table 1). High dispersal compounded the effect of parasite infection, increasing the variance in metapopulation size and reducing the minimum metapopulation size (see post-hoc contrasts in Table 1). Similarly, synchronous temperatures increased population variance and lowered minimum population size.

**Variance and minimum metapopulation size**

Both the variance in population size (Fig. 1b) and the minimum population size (Fig. 1c) were markedly affected by the same treatment combinations driving subpopulation synchrony (Table 1). High dispersal compounded the effect of parasite infection, increasing the variance in metapopulation size and reducing the minimum metapopulation size (see post-hoc contrasts in Table 1). Similarly, synchronous temperatures increased population variance and lowered minimum population size.

**Relationships between synchrony, metapopulation instability, and minimum size**

Path analysis revealed that both greater levels of subpopulation size synchrony and metapopulation variance were associated with lower minimum metapopulation size (Fig. 3). Indeed, there were direct negative effects of synchrony in subpopulation size fluctuations, and to a lesser degree, metapopulation variance, on minimum metapopulation size. There was also a significant positive correlation between subpopulation size synchrony and variance. These general patterns also held when analyzed separately for dispersal, parasite infection, and temperature synchrony treatments (Appendix).

**DISCUSSION**

We found that dispersal, parasite infection, and synchrony in temperature fluctuations all affected metapopulation stability. High levels of dispersal and parasite infection interacted to drive population synchrony and increase variability in metapopulation fluctuations. In contrast, the destabilizing effects of temperature synchrony acted independently of dispersal and parasite infection.

**Combined effects of dispersal and parasite infection**

Theory suggests that high levels of dispersal can synchronize subpopulation density fluctuations, which increases metapopulation-wide extinction risk when densities are low (Abbott 2011). Consistent with this idea, our experiment demonstrates that higher dispersal increased synchrony in infected metapopulations. Furthermore, we show that increased population synchrony is linked positively with metapopulation instability and that both are associated with reductions in metapopulation size, and therefore possibly an increased risk of extinction (Fig. 3).

The synchronizing effect of high dispersal was only evident in the presence of parasite infection. This negative combined effect of dispersal and natural enemies was also reported in experiments with bacteria and protists (Vasseur and Fox 2009, Vogwill et al. 2009, Fox et al. 2011, but see Cooper et al. 2012). In our experiment, high levels of dispersal accelerated parasite spread across the metapopulation by almost an entire week, so that prevalence was more similar between subpopulations earlier (see Table 1 and Fig. S1 in Duncan et al. [2013]).

This faster and correlated spread of infection under high dispersal explains why the interconnected subpopulations showed more synchronous changes in subpopulation size. This explanation follows the general idea that high levels of dispersal spread natural enemies more equally between the subpopulations sooner, thereby generating similar mortality across the metapopulation (Fontaine and Gonzalez 2005). This effect of biotic forcing is analogous to environmental forcing (Moran effect), resulting from correlated fluctuations in the abiotic environment. Predator–prey systems often show cyclical population dynamics, which are more conducive to synchronization induced by dispersal (Bjornstad et al.
1999, Vasseur and Fox 2009). In our experiment, however, we observed the spread of a single epidemic, which caused a progressive decline in Paramecium population size (Fig. 1; Duncan et al. 2013). This indicates that biotic forcing can also arise without cyclical population dynamics.

Impact of temperature synchrony on Paramecium population size dynamics

Environmental forcing can produce synchrony in metapopulation dynamics, independently of dispersal (Benton et al. 2001, Vasseur and Fox 2009). As reported previously (Duncan et al. 2013), we found that synchronous temperatures drive population synchrony between subpopulations. Here, we show that this effect acted independently of the rate of dispersal, and occurred even in the absence of dispersal. It was also statistically independent of the effect of parasite infection. Consequently, imposing environmental forcing on highly connected metapopulations under parasite infection resulted in the greatest synchrony and instability.

Furthermore, the impact of temperature synchrony was nearly twice as strong as the combined effect of high dispersal and parasite infection. This may be because fluctuations in environmental temperatures were either uncorrelated ($r = 0$) or totally synchronized ($r = 1$) over the entire metapopulation. Intermediate degrees of synchrony (see Fig. 2) may be necessary to identify interactive effects with dispersal or parasite infection. However, the independent effect of temperature forcing on metapopulation dynamics we observe is consistent with previous findings (Benton et al. 2001, Vasseur and Fox 2009). A recent study showed that the synchronizing effects of dispersal on metapopulations were only affected by environmental forcing over larger spatial scales (Gouhier et al. 2010). Therefore, future experiments should investigate how metapopulations with differing spatial arrangements and dispersal patterns are impacted by the Moran effect.

Implications

The extrapolation of results from microcosm experiments to real-world scenarios must be done with caution, but they can guide questions for further analysis and modeling. For example, it is becoming increasingly clear that the coupling of species interactions with climatic variables can be important for theoretical models projecting future species distributions (Kubisch et al. 2013). Here, we quantified the relative impact of biotic and abiotic factors and the type of interactions (synergistic vs. additive) between them; this may provide input for the parameterization of such models. Furthermore, our relatively simple experimental scenario with only two subpopulations could be extended to larger metapopulations with more patches, or different spatial arrangements.

Our results also have implications for conservation efforts, often aimed at increasing connectivity between fragmented populations (Crooks and Sanjayan 2006). However, a potential downside of such strategies is that they facilitate the dispersal of natural enemies (Sullivan et al. 2011). Aside from the direct negative effects natural enemies have on population density and extinction risk, they can also act indirectly, by increasing population synchrony, as shown by our experiment. This clearly illustrates the need to incorporate connectivity patterns and dispersal opportunities in models of the spatial dynamics of an epidemic (Viboud et al. 2006, Rohani and King, 2010).

Conclusions

Microcosm experiments are a powerful tool for testing the fundamental theory of metapopulation dynamics under controlled conditions. Our study confirms the important role of dispersal as a driver of metapopulation synchrony and stability. We also demonstrated that different ecological factors interacted synergistically (parasites) and additively (temperature synchrony) with the effects of dispersal. However, despite this complexity, we validated theory by showing that population synchrony affects metapopulation instability. The robustness of this causal coupling across different treatments underscores the general importance of spatiotemporal dynamics for our understanding of long-term metapopulation persistence.
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